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Abstract. Since OpenAI first unveiled ChatGPT, an artificial intelligence-based chatbot 
service, to the public, expectations for high utility and various possibilities have attracted 
researchers, industry, and consumers. The current study identified the influencing factors of 
consumer acceptance of ChatGPT that approached transformational innovation. For research 
purposes, 251 innovative consumers who use ChatGPT were recruited online, and the research 
model was tested by employing PLS (partial least squares) analysis. The study demonstrated 
the impact of consumers’ perceptions of the two AI features (human-like characteristics and 
performance characteristics) on their intention to use AI through their efficacy in AI services 
and service satisfaction. Moreover, the serendipity experience could lead to positive use 
intention. Considering that few empirical studies investigated actual user behaviour since 
ChatGPT services are still in the early stages of the market, this study might provide several 
implications for researchers and practitioners. 
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1. Introduction  
 
On November 30, 2022, OpenAI unveiled an AI-based chatbot named ChatGPT. It quickly 
attracted the attention of researchers and scholars to artificial intelligence [1]. The launch of 
ChatGPT has also generated widespread public interest as consumers worldwide are eager to 
experience innovation and evaluate its capabilities. Its monthly active users are estimated to 
have reached 100 million in just two months since its opening, meaning it is the fastest-
spreading consumer application in history [2]. After application services using ChatGPT’s API 
have emerged, and various GPT (Generative Pre-trained Transformers)-based AI services, such 
as Bing Chat and Google’s BARD, have emerged, some argue that they have reached AI’s 
singularity [3].  
 
Corporate marketing is also heavily influenced by AI. Traditionally, marketing has developed 
and utilized Mar-tech while rapidly absorbing technological development. The Marketing 
Science Research Institute argues that it will significantly impact future marketing strategies, 
functions, and manager competencies [4]. In particular, with an intelligent chatbot that can 
replace past call centres [5], companies and researchers have become interested in algorithm-
based automated marketing [6; 7]. The use of AI in marketing raises the need to adapt to a new 
task environment when traditional marketing is rapidly transitioning into online and digital. 
Therefore, it is essential to understand how AI is recognised and accepted by consumers and 
expect how it will change consumer behaviour.  
 
The latest AI-related research in marketing mainly sheds light on chatbots in various services 
(e.g., voice assistants at home, healthcare, and hospitality). The previous research argued that 
the use of chatbots revolutionised the way consumers interact with companies and participate 
in consumption activities [5; 8; 9]. However, we are facing that ChatGPT has experienced 
exponential growth in the adoption of consumers and practitioners. Research needs to 
comprehensively address the impact of consumers’ perceptions of recently launched 
technologies on consumer evaluation. The succulent study aims to fill this gap between the 
theory and phenomenon.  Customers tend to evaluate AI services to a higher standard than other 
technologies [10]. Therefore, it is difficult to explain the full acceptance of AI services with 
existing technology acceptance models. Prior research reveals that social evidence from the 
experiences of others and the perceived intelligence of AI play an important role in shaping 
consumers’ decision to adopt technology [11; 12]. This study focused on the effect of users’ AI 
efficacy on technology acceptance. 
 
However, in some cases, consumers can develop a positive attitude toward the technology and 
participate in the service without the perceived technological efficacy. It is the widespread 
adoption of smartphones and their applications that utilize complex technologies but are 
accessible to individuals of various ages and knowledge levels. This study noted that in services 
such as ChatGPT, general consumers who do not know complex prompt engineering can ask 
simple questions and achieve surprising results. In other words, the intention to use can increase 
through experiences of unexpected satisfaction, enjoyment, and flow [13; 14]. Despite its recent 
emergence, ChatGPT has sparked technical debates and garnered significant attention regarding 
its potential social influence. With a keen eye on its future trajectory, the public and media are 
showing considerable interest in how ChatGPT will affect culture and society. However, few 
academic studies have explored the effects of ChatGPT on marketing.  
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The current study identifies how consumers perceive the characteristics of ChatGPT and how 
it affects their intention to use it. The characteristics of AI perceived by consumers are classified 
into two main categories: performance characteristics and human-like characteristics. It is 
assumed that sub-factors of these two characteristics could affect consumers’ intention to use 
through self-efficacy toward AI and satisfaction. In particular, human-like characteristics are 
fundamental technical characteristics that researchers should consider because they are benefits 
that advanced levels of AI can pursue [15]. In addition, this study also has a new perspective in 
that the research model contains both AI efficacy and the effects of serendipity, which are 
individual factors of technology acceptance that seem contradictory. A few researchers have 
recently begun to deal with serendipity experiences in consumer research [13; 14]. Thus, results 
might provide new insights into AI-related consumer behaviour.  

 
2. Literature Review  
 
2.1. Research Framework 
 
The concept of technology self-efficacy has gained significant attention in research and practice 
as technological advancements continue to shape various aspects of our lives. Technology 
efficacy refers to individuals’ beliefs and perceptions about the effectiveness and capabilities 
of technology in achieving desired outcomes [16]. Since self-efficacy is related to actual 
behaviour, it is vital to understand whether consumers will likely use ChatGPT to support their 
daily work.  The efficacy of AI can be influenced by various factors. Among these are two key 
drivers of AI efficacy: the expected performance of AI and its human-like characteristics. 
 
First, the performance of AI is important to make people feel confident in using AI services. 
Customers tend to evaluate AI services with a higher standard, and this is evident in the case of 
driverless vehicles, where customers prioritize the flawless performance and safety of AI [10]. 
Several factors influence consumers’ adoption of AI technology. For instance, the ease of use 
of AI services, and the perceived AI intelligence play crucial roles in shaping consumers’ 
technology adoption decisions and subsequent behaviours [12; 17]. 
 
Second, the human-like aspect of technology has gained prominence in the acceptance of AI. 
The Computers are Social Actors (CASA) paradigm explains the phenomenon in which 
individuals treat computer technologies as if they were real people. Studies have indicated that 
customers may exhibit reluctance to use AI services because they perceive these technologies 
as lacking the emotional capability to perform tasks for humans [18; 19]. Understanding these 
drivers of AI efficacy can inform the design and development of AI services that effectively 
meet users’ expectations and enhance their adoption and usage. Further, the serendipity 
experience would have a positive influence on users’ behaviour. Figure 1. illustrates the 
research framework based on the literature review.  
 
2.2. Hypotheses 
 
Prior studies provide empirical evidence supporting the relationship between perceived 
humanness and AI self-efficacy. Balakrishnan et al. conducted a study examining the impact of 
the anthropomorphic design of AI chatbot systems on users’ self-efficacy and attitude toward 
AI technologies [20]. The findings revealed that when AI chatbots were designed to exhibit 
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perceived anthropomorphism, individuals developed a higher level of self-efficacy and formed 
a positive attitude toward using AI technologies. In a similar vein, studies investigated the 
effects of verbal and psychological anthropomorphic features, such as synthesized speech 
quality, personality, and autonomy, on self-efficacy and social connection [21].  
 
H1. Perceived humanness (PH) affects AI self-efficacy (AI) positively. 
 

 
Figure 1. Research Model 
Source: developed by the authors.  
 
A previous study proposed that naturalness judgment can influence how people perceive 
sincerity in chatbot communication. It shows that perceived naturalness is one of the 
components of AI humanness. Chandra et al. claimed that perceived naturalness motivates users 
to continue using the technology for their interactions [22]. One might expect that users feel 
more confident in their ability to use and benefit from the technology when AI systems are 
perceived as natural as they expected. 
 
H2. Perceived naturalness (PN) affects AI self-efficacy (AI) positively. 
 
Several studies provide evidence supporting the relationship between perceived responsiveness 
and AI self-efficacy. Deng and Fei suggested that individuals’ perceptions of information 
technology and their levels of self-efficacy [23]. They showed that participants who perceived 
a higher level of responsiveness from the technology reported higher levels of self-efficacy in 
using the technologies. One might conclude that people develop greater confidence in their 
ability to use technology when they receive prompt and helpful responses from technology. In 
the context of smart cities, Lee and Lee found that the responsiveness of smart city systems 
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improves users’ experience. Participants reported enhanced overall satisfaction and 
engagement with the technology when they perceived the smart city systems as responsive to 
their needs [24]. Thus, the responsiveness of AI services, specifically in providing timely and 
accurate information or assistance, might increase users’ AI self-efficacy. 
 
H3. Perceived responsiveness (PR) affects AI self-efficacy (AI) positively. 
 
Perceived ethics, which refers to individuals’ perceptions of the moral and ethical behaviour of 
systems or the organizations behind them, is a factor that can influence AI self-efficacy [25]. 
Users’ confidence in using AI technologies may be influenced by their perceptions of the ethical 
implications associated with AI. Kwak et al. proposed that AI ethics awareness affects the self-
efficacy of using AI-based healthcare technology [26]. Results suggest that individuals who are 
more aware of the ethical considerations and practices in AI may develop higher levels of self-
efficacy in utilizing AI-based healthcare technology. Thus, the ethical behaviour of AI systems 
and organizations can enhance users’ confidence in their ability to engage with AI technologies 
effectively. 
 
H4. Perceived ethics (PE) positively affect AI self-efficacy (AI). 
 
Several studies support the hypothesis that perceived trust positively affects AI self-efficacy. 
In the study, perceived trust refers to individuals’ beliefs and confidence in AI systems’ 
reliability, dependability, and competence. This mainly means cold-capability beliefs, which 
means that the performance requested by the user will be achieved without errors. When 
individuals trust AI systems, it is likely to contribute to higher levels of self-efficacy in using 
and interacting with them [27, 28]. Balakrishnan et al. also identified users’ perceptions of 
chatbot assistants and their self-efficacy in interacting with chatbot systems [20]. Therefore, 
users might be more likely to be confident in interacting effectively with the ChatGPT when 
they trust the system. 
 
H5. Perceived trust (PT) affects AI self-efficacy (AI) positively. 
 
Studies have provided substantial evidence supporting that perceived intelligence positively 
impacts AI self-efficacy. Perceived intelligence refers to individuals’ subjective perceptions of 
AI systems as possessing high levels of intelligence, knowledge, and capability to perform 
complex tasks [20]. It implies that users develop greater self-efficacy in using AI systems when 
perceiving them as highly intelligent. Schuetz and Venkatesh investigated the factors 
influencing users’ acceptance of cognitive computing technologies and found that perceived 
intelligence significantly influenced users’ self-efficacy [29]. They emphasize the importance 
of AI systems’ intelligence in shaping user confidence in using technologies. One might expect 
that individuals’ perceptions of AI systems’ intelligence contribute significantly to their 
satisfaction with AI services. 
 
H6. Perceived intelligence (PI) affects AI self-efficacy (AI) positively. 
 
The existing body of research supports the hypothesis that perceived sincerity positively 
impacts AI self-efficacy. Perceived sincerity refers to individuals’ subjective perceptions of AI 
systems as genuine, honest, and faithful in their interactions, while trust is based on the 
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competence belief [30]. A previous study on human-robot trust has also distinguished 
performance trust and sincerity [31]. When individuals perceive AI systems as sincere, it 
enhances their self-efficacy in using and relying on these systems.  
 
H7. Perceived sincerity (PS) affects AI self-efficacy (AI) positively. 
 
A prior study found that users’ satisfaction with AI chatbot services was affected by their self-
efficacy in AI technology [20]. They suggest that individuals with higher self-efficacy in 
utilizing AI chatbots will likely experience greater satisfaction with the service. Cao et al. also 
investigated the impact of technology self-efficacy on service satisfaction in live-streaming 
commerce [32]. The study revealed that users with higher self-efficacy in utilizing live 
commerce platforms expressed higher satisfaction.  
 
H8. AI self-efficacy (AI) affects service satisfaction (SA) positively. 
 
Serendipity refers to the emotional response elicited by a chance encounter with a product, 
service, or experience the consumer did not deliberately choose [14]. This phenomenon can 
occur when the consumer is indifferent to the search outcome or diverges from the initial search 
goal [33; 34]. Research investigated that consumers’ serendipity experience can lead to service 
satisfaction in various online contexts, including online shopping and social network sites [35]. 
Similarly, serendipity has been shown to enhance consumer satisfaction. These findings suggest 
that serendipitous encounters and experiences significantly shape consumers’ satisfaction with 
online services.  
 
H9. Serendipity experience (SX) positively affects service satisfaction (SA). 
 
The positive relationship between self-efficacy and behavioural intention has been explored in 
various studies. Kumar et al. conducted a study focusing on mobile learning and found that self-
efficacy positively influences behavioural intention [36]. Hong examined the effects of AI self-
efficacy on the intention to use AI technologies across different domains, including smart 
homes, chatbots, music recommendations, and AI voice assistance [37]. These findings 
underscore the significance of self-efficacy in promoting user acceptance of AI technologies. 
 
H10. AI self-efficacy (AI) affects the intention to use (IN) positively. 
 
Extensive research proved the positive relationship between service satisfaction and the 
intention to use in the context of service industries, including AI services. Studies showed that 
higher satisfaction levels significantly influenced users’ intention to continue using AI 
systems [38]. Kim et al. [39] also revealed that higher levels of user satisfaction significantly 
influenced users’ intention to continue using AI-based virtual assistants. Thus, the following 
hypothesis can be established. 
 
H11. Service satisfaction has positive effects on the intention to use (IN). 
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3. Empirical Research 
 
3.1. Data Collection 

 
An online survey was administered to ChatGPT users at a University in Korea in April 2023. 
The survey was conducted over two weeks, during which participants were employed to 
complete a questionnaire through an email invitation containing a link to the survey site. The 
sample was drawn from a relatively young generation to obtain a representative sample of 
innovative internet service users. In addition, to ensure that respondents had sufficient 
experience and knowledge of ChatGPT, they were required to respond to screening questions 
about their experience with the service.  
A total of 251 users completed the questionnaire and information on the sample characteristics 
can be found in Table 1. 

 
Table 1. Sample Characteristics 
Classification Description 
1. Gender Male (55.8%), female (46.2%) 
2. Age 22.22 years 
3. Frequency 
of Use 2.38  times/week 

4. The purpose 
of use 

Information search (55.8%), language translation (4.0%), program coding (3.6%), 
content generation (4.8%), casual conversation (21.5%), report preparation (4.0%), 
scheduling (0.8%), text summarization (1.2%), others (4.4%) 

Source: developed by the authors.  
 
3.2.  Measurement Items 
 
The initial validity of the questionnaire items was ensured by borrowing from previous studies, 
followed by face validity testing by two marketing academicians. However, common method 
variance potentially threatens the accuracy of the relationships between constructs [40]. Various 
preventive measures were implemented to overcome this issue, such as using clear and concise 
wording, conducting a pretest, and including reverse scale items to identify extreme and 
acquiescence response styles [42]. Table 2 presents the resulting constructs, variable definitions, 
and measurement items, all rated on a five-point Likert scale. 
 
Table 2. Construct and Item 

Constructs Items Source 

Perceived 
Humanness 

1. ChatGPT can accurately comprehend what I mean 
2. ChatGPT can understand my intention 
3. The understanding ability of ChatGPT is similar to that of a 
human being 

[41] 

Perceived 
Naturalness 

1. ChatGPT is organic 
2. ChatGPT is natural 
3. ChatGPT is not awkward 

[43] 

Perceived 
Responsiveness 

1. ChatGPT processes service accurately 
2. ChatGPT answers quickly when I ask a question 
3. ChatGPT delivers orders as promised 

[41] 
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Constructs Items Source 

Perceived 
Ethics 

1. In general, ChatGPT is fair 
2. Overall, I consider that ChatGPT follows a moral code  
3. Overall, I consider ChatGPT to be ethical in its dealing with 
users 

[25] 

Perceived 
Trust 

1. ChatGPT is trustworthy 
2. ChatGPT is reliable 
3. ChatGPT has integrity 
4. ChatGPT will perform to the users’ utmost benefit 

[44] 

Perceived 
Intelligence 

1. ChatGPT can completer tasks quickly 
2. ChatGPT is smart enough to understand my command 
3. ChatGPT can provide me with a useful answer 
4. ChatGPT is overall intelligent 

[45; 46] 

Perceived 
Sincerity 

1. ChatGPT is sincere 
2. ChatGPT is genuine 
3. ChatGPT is faithful 

[43] 

AI 
Self- Efficacy 

1. I feel confident using ChatGPT to complete tasks 
2. I can use ChatGPT to accomplish what I need to do 
3. I am comfortable troubleshooting ChatGPT problems on my 
own 
4. I can use ChatGPT to solve problems 

[47] 

Serendipity 
Experience 

1. ChatGPT has often provided unexpectedly good information 
2. ChatGPT has often provided helpful information by accident 
3. ChatGPT has often provided unexpected new information 

[34]) 

Satisfaction 

1. I am satisfied with ChatGPT 
2. ChatGPT is a successful experience 
3. ChatGPT has met my expectation 
4. I believe using ChatGPT is a good choice 

[48] 

Intention  
to Use 

1. I will continue to use ChatGPT in the future 
2. I will continue to use ChatGPT in the future 
3. I will recommend ChatGPT to my acquaintances 
4. I will continue to use ChatGPT even if ChatGPT becomes paid 

[49] 

Source: developed by the authors.  
 

 
3.3. Reliability and Validity  
 
To ensure the internal consistency of measurement items, several statistical measures were used, 
including Cronbach’s α, composite reliability, and average variance extracted (AVE), while 
confirmatory factor analysis was employed to assess construct validity [50]. The goodness-of-
fit of the confirmatory factor analysis (CFA) model was deemed satisfactory, considering the 
model’s complexity. The model yielded a chi-square value of 1203.306 with 610 degrees of 
freedom (p < 0.001). The absolute-fit measures, including the comparative fit index (CFI) of 
0.922, goodness-of-fit index (GFI) of 0.807, root mean square error of approximation (RMSEA) 
of 0.062, and standardized root mean square residual (SRMR) of 0.062, demonstrated 
acceptable fit indices. The incremental fit measures, such as the normed fit index (NFI) of 0.855 
and the Tucker-Lewis index (TLI) of 0.910, indicated a satisfactory fit for the CFA model.  
The Cronbach’s α ranged from 0.810 to 0.938 (> 0.70). Composite reliability coefficients 
ranged from 0.832 to 0.935 (> 0.60), suggesting that the measurement items exhibited high 
internal consistency [51]. The convergent validity was evaluated by examining the individual 
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factor loading of each item of constructs, which exceeded the recommended threshold of 
0.70 [52]. Furthermore, the AVE values for each construct exceeded the recommended 
threshold of 0.5, indicating that the constructs had satisfactory convergent validity in Table 3.  

 
Table 3. Reliability and Validity Test 

Construct Items Factor 
loading 

Cronbach’s 
α CR AVE 

Perceived Humanness 
(PH) 

a1 0.823 
0.814 0.889 0.727 a2 0.766 

a3 0.720 

Perceived Naturalness 
(PN) 

b1 0.857 
0.890 0.832 0.820 b2 0.863 

b3 0.842 

Perceived Responsiveness 
(PR) 

c1 0.911 
0.938 0.961 0.890 c2 0.958 

c3 0.876 

Perceived Ethics 
(PE) 

d1 0.783 
0.810 0.886 0.722 d2 0.716 

d3 0.810 

Perceived Trust 
(PT) 

e1 0.952 

0.883 0.920 0.743 e2 0.942 
e3 0.735 
e4 0.673 

Perceived Sincerity 
(PS) 

f1 0.900 
0.868 0.920 0.792 f2 0.915 

f3 0.693 

Perceived Intelligence 
(PI) 

g1 0.790 

0.843 0.895 0.681 g2 0.792 
g3 0.812 
g4 0.645 

AI Self-efficacy 
(AI) 

h1 0.876 

0.910 0.937 0.787 h2 0.897 
h3 0.788 
h4 0.820 

Serendipity Experience 
(SX) 

i1 0.771 
0.844 0.906 0.763 i2 0.896 

i3 0.760 

Satisfaction 
(SA) 

j1 0.892 

0.907 0.935 0.782 j2 0.847 
j3 0.836 
j4 0.808 

Intention to Use 
(IN) 

k1 0.959 
0.814 0.917 0.737 k2 0.967 

k3 0.745 
Source: developed by the authors.  
 
The Fornell and Larcker test in Table 4 reveals the presence of discriminant validity. 
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Table 4. Fornell-Larcker Test 
 AI PE PH PT IN PN PR SA SX PS PT 

AI 0.887           
PE 0.368 0.850          
PH 0.463 0.410 0.853         
PT 0.445 0.416 0.375 0.890        
IN 0.627 0.229 0.268 0.377 0.859       
PN 0.513 0.407 0.748 0.429 0.334 0.905      
PR 0.319 0.339 0.355 0.446 0.239 0.365 0.944     
SA 0.685 0.358 0.459 0.512 0.808 0.500 0.369 0.884    
SX 0.494 0.306 0.361 0.485 0.422 0.351 0.398 0.495 0.873   
PS 0.559 0.503 0.711 0.501 0.382 0.662 0.389 0.557 0.525 0.825  
PT 0.530 0.543 0.472 0.455 0.484 0.438 0.316 0.631 0.465 0.613 0.862 

Source: developed by the authors.  
 
3.4. Hypothesis Test 
 
A PLS (partial least squares) analysis was employed to investigate the causal relationships 
among constructs in the research model. Previous studies have found that PLS is particularly 
effective when the research has a small sample size, nonnormal data, and little prior theoretical 
foundation [52; 53]. Given that ChatGPT is a relatively new area with limited prior research 
and experienced users are few, PLS is deemed an appropriate method for this study.  A 
bootstrapping sampling method (a simulation with 500 replications) was employed to test the 
hypothesized relationships. Table 5 reveals that most hypotheses, except H1, H3, and H4, were 
supported at a significance level of 0.05. In addition, the r2 analysis demonstrated that the 
research model explained a substantial amount of variance in the outcome variables, with AI 
(AI self-efficacy), SA (satisfaction), and IN (intention to use) having r2 values of 0.416, 0.501, 
and 0.661, respectively. 
 
Table 5. Hypothesis Test 

Hypotheses path SD t p 
H1.  PH → AI -0.020 0.077 0.260 0.795* 

H2.  PN → AI 0.222 0.079 2.822 0.005* 
H3.  PR → AI  0.034 0.059 0.578 0.564* 
H4.  PE → AI -0.022 0.057 0.394 0.693* 
H5.  PT → AI  0.262 0.064 4.093 0.000* 
H6.  PI → AI  0.197 0.080 2.467 0.014* 
H7.  PS → AI  0.134 0.066 2.040 0.042* 
H8.  AI → SA 0.582 0.060 9.731 0.000* 
H9.  SX → SA 0.208 0.057 3.663 0.000* 
H10. AI → IN 0.318 0.058 2.386 0.017* 
H11. SA → IN 0.714 0.052 13.825 0.000* 
Note : r2 (adj. r2): AI=0.416 (0.399), SA=0.501 (0.497), IN=0.664 (0.661) 
Source: developed by the authors.  
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4. Conclusions 
 
This study expanded the traditional technology acceptance theory to demonstrate the effect of 
users’ perception of ChatGPT on consumers’ intention to use it through self-efficacy. The 
results are as follows. First, the user’s AI self-efficacy plays an essential role in forming 
consumer satisfaction and intention to use. Second, the consumer’s perception of the 
performance of AI has a positive effect on the consumer’s intention to use it. Specifically, the 
performance characteristics of ChatGPT were significant, except for ethics. Perceived trust, 
intelligence, and sincerity positively impacted AI self-efficacy. Third, unexpectedly, several 
human-like characteristics of ChatGPT did not significantly affect user intention to use. The 
effects of humanness and responsiveness were not significant, while naturalness was 
significant. Finally, consumers’ serendipity experience has a direct impact on consumer 
satisfaction and intention to use.                
 
First, the theoretical framework posits that antecedents of AI self-efficacy comprise variables 
that elucidate both the human interaction characteristics and performance characteristics of 
ChatGPT. Specifically, users need to perceive that ChatGPT can enable them to attain their 
goals and that the service is as seamless and effortless as engaging in communication. This 
result highlights the essential qualities that AI-based services should possess to gain user 
acceptance. AI services should present a reliable performance and provide a smart solution that 
strives to produce optimal results [28; 31]. Interestingly, users do not appear to prioritize the 
ethical aspects of search results. While ethical considerations are undoubtedly critical for future 
AI development, there is a possibility that users may wish to refrain from having their search 
results subjected to ethical standards enforced by external entities [54]. The result is in the same 
vein as Borenstein and Howard’s claim that it is unclear whether AI ethics regulations are 
making substantial changes, including industry practices [55]. Siau and Wang also argued that 
understanding and addressing ethical and moral issues related to AI is still in the infancy 
stage [56].  
 
Second, it should be noted that naturalness was found to be a significant variable in explaining 
the human-like characteristics of ChatGPT. Contrary to the expectations, the effects of 
humanness and responsiveness were not significant. Results suggest re-examining the old belief 
that AI should closely resemble humans in all aspects. Users may not necessarily desire a 
perfect and personal relationship with ChatGPT if it can only deliver improved performance or 
results. One might perceive it as a tool that simplifies life, akin to a hammer, car, and simple 
devices until the ChatGPT technology is fully developed. Prior studies also suggested that 
ChatGPT still lacks human-like psycholinguistic properties, which makes it difficult for users 
to perceive that they have responsiveness or humanness, even though they perform the function 
of human-like summarization [57]. 
 
Third, self-efficacy for AI must be formed in advance to accept and spread the new technology 
service when the users’ technology readiness to apply AI services has yet to be sufficiently 
formed. The results align with prior research on innovative technologies and consumer 
responses [32]. AI self-efficacy plays a mediating role for individuals to accept the 
characteristics of ChatGPT, and it affects service satisfaction and intention to use. Thus, AI 
services should be developed, prioritizing user experience. 
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Fourth, the serendipity experience directly impacted user satisfaction with ChatGPT. This direct 
relationship suggests that the ability of ChatGPT to surpass prompt human skills is another 
critical factor in promoting user satisfaction and usage of the service. For instance, in 
Midjourney, an AI-based drawing service, more simple prompts often result in more complete 
and satisfactory outcomes. If AI can generate results that occasionally exceed human 
expectations and anticipate user intentions to create relevant results, it has the potential to 
become a special service for everyone. In the Internet age, digital literacy created a divide 
between those who could and could not use the Internet. In the AI era, however, practitioners 
should have serendipity experiences that could bridge this divide and enable anyone to use AI 
services. 
 
Finally, users’ satisfaction with ChatGPT positively impacted their intention to use it as in other 
technology services. Therefore, practitioners should satisfy users in the early stages of market 
penetration for ChatGPT to emerge as a transformative service that revolutionizes the future. It 
is essential to address the issues and challenges that ChatGPT users face, such as connectivity 
problems and the provision of erroneous information. Swift resolution of these problems, along 
with communication with customers, is essential to enhance user satisfaction and promote the 
adoption of ChatGPT as a reliable and efficient AI-based service. 
 
This study provides avenues for further research. First, the sample was collected in April 2023. 
The number of proficient ChatGPT users was still limited, considering ChatGPT was made 
available to the public in late 2022. Their knowledge and experience may have been inadequate. 
Therefore, it would be prudent to conduct further research when more skilled ChatGPT users 
are available. Second, a broader investigation of ChatGPT users is also needed. While the 
sampling method in this study was based on the rationale that users in their 20s are typically 
early adopters and influential users of information technology services, including artificial 
intelligence, it is essential to recognize that the user base of ChatGPT is expanding rapidly, 
particularly in the business domain. Hence, future research should be conducted to encompass 
diverse age groups and business user segments to obtain a comprehensive understanding of the 
perceptions and experiences of ChatGPT users.  Last, results may only reflect user experiences 
encountering the current level of AI services. As ChatGPT has already advanced to version 4.0 
with plans for future upgrades, the level of user experience is likely to change following these 
technological advancements. It is necessary to conduct additional research in line with the 
continuous advancements in AI services in the future [58]. 
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